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ABSTRACT  

 

Propose: Digitally signed transactions are the cornerstone of data connected to repressive chains that are kept in 

distributed ledgers. In particular, cryptocurrency has grown to become a place of refuge for criminal financing 

operations. These illegal patterns may be found by machine learning. With the advent of machine learning (ML), the 

capabilities to identify and mitigate fraudulent activities have significantly improved. This paper extract outlines the 

application of ML techniques in detecting anomalous transactions, highlighting the methodologies, challenges, and 

future directions. Anomaly detection in financial transactions is a critical task for maintaining the integrity and security 

of financial systems.  

 

Aim: The financial industry has always been susceptible to fraud, necessitating robust mechanisms for anomaly 

detection. Traditional methods, reliant on rule-based systems, struggle to adapt to the evolving nature of financial fraud. 

Machine learning offers a dynamic and efficient approach to detecting anomalies in transactions by learning from 

historical data, identifying patterns, and flagging transactions that deviate from these patterns. 
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INTRODUCTION 

 

Blockchain technology has become prevalent in various application sectors, such as financial technology, software 

development, transportation, and the Internet of Things (IoT). Specifically, distributed blockchain technology forms the 

foundation of digital currencies like Bitcoin and the Ethereum network, which maintain transaction records and ensure 

computational integrity through robust hashing. The fundamental structure of cryptocurrency networking, built on 

Peer-to-Peer (P2P) connections and possibly not shielded by computational encryption, presents a serious security flaw.  

 

For instance, over P2P overlays [1], the distributed unanimity protocol, which powers Bitcoin, functions with little 

credibility and genuine support (such as unambiguous text). Earlier studies have successfully demonstrated numerous 

vulnerabilities of blockchain infrastructures to assaults, including Distributed Denial of Service (DDoS), Eclipse, 

spoofing, and Sybil attacks. [1, 2].  

 

For a considerable time, anomaly detection has remained a prominent research focus for monitoring system health, 

serving as a supplementary defence mechanism. This capability is essential for promptly identifying malicious activity 

and implementing necessary measures. Unlike conventional rule-based detection, which relies on pre-established 

signatures and is limited to known attacks, anomaly detection can differentiate between authorized operations and 

previously unexplored attacks by discerning patterns of lawful activity [2, 3]. 

 

Given its significance, numerous studies have examined anomaly identification in Bitcoin and blockchain networking. 

However, these studies have primarily focused on the distributed ledger within specific application contexts (such as 

transactions) and targeted particular types of attacks (e.g., double-spending, de-anonymization) [4, 5]. 

 

In this study, we employ a novel strategy to pinpoint potential threats to blockchain network security, focusing on the 

assessment and analysis of blockchain network communication traces rather than ledger data. Furthermore, our 

approach deviates from conventional network anomaly detection techniques that rely on connection data. We are 

primarily interested in identifying whether harmful content is present in peer-to-peer traffic rather than determining 

whether a connection between two nodes is abnormal [5, 6]. This distinction is crucial as application data, such as 

broadcasting Bitcoin messages, can be transmitted between two nodes of the blockchain via what is known as an 

overlay link [6]. 

 

Rule-based systems play a crucial role in Anti-Money Laundering (AML) efforts within the banking industry. 

However, vulnerabilities arise due to the relatively low identification rates and high False-Positive Rates (FPR) 

associated with publicly available rule sets. By extracting intricate patterns from historical data, Machine Learning 

(ML) methods can overcome the limitations of rule-based systems and have the potential to reduce FPRs while 
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increasing detection rates. Recently, a dataset comprising 200 thousand labelled transactions using Bitcoin was 

published, and it was utilized to evaluate various unsupervised networks. 

 

Unfortunately, institutions often lack large-scale labelled datasets, making supervised approaches impractical. There are 

two main reasons for this labelling scarcity. Firstly, it's unlikely that all or even the majority of money laundering 

groups can be identified due to the continuously growing complexity of these schemes. Secondly, manual annotation is 

costly, and labels from law enforcement agency investigations take time to materialize [7, 8]. Therefore, techniques that 

require no labels (unsupervised learning) or only a few variables (active learning) are crucial for accurately assessing 

the practical feasibility of Machine Learning for Anti-Money Laundering (AML) purposes [9]. 

 

The complexity of the digital signing process is closely tied to most usability issues associated with digital signatures. 

In the realm of blockchain innovation, users' digital assets may be less secure because they can only transfer digital 

assets through properly executed and digitally signed transactions [10, 11]. Whenever a user intends to transfer an 

online property, they must provide a digitally signed transaction, a process that can only be completed within the 

aforementioned intricate digital signing procedure. If the digital signature process is conducted hastily, especially in the 

case of multiple transfers over an extended period, the confidentiality of electronic files may be compromised [11, 12].  

 

Potentially hostile competitors may exploit this user activity and attempt to persuade them to sign transactions that 

could harm their digital assets. For instance, when a user conducts a transaction, transferring a specific amount of 

bitcoin via a web application (a decentralized application), the web application establishes and presents the transaction 

details to the user to facilitate the digital signature process [12]. Once digitally signed, the transaction is broadcast to 

the blockchain community and becomes irreversibly completed.  

 

If the program generates a fraudulent transaction with tampered data — for example, specifying a larger quantity than 

what the user initially intended — a serious issue may arise. The user might unwittingly approve the fraudulent 

transaction, leading to irreversible consequences and financial loss. However, this work introduces a machine learning-

based technique aimed at streamlining the digital signature process. To mitigate the risk of the aforementioned attack 

scenario [13, 14], the technique incorporates anomalous transaction detection alongside automatic electronic signatures. 

 

The goal of this article is to introduce a revolutionary technique that enables automatic digital signing of transactions 

conducted via blockchain, thus alleviating the need for users to manually sign and review every transaction [15, 16]. 

The proposed approach offers an automated and personalized digital signature procedure for blockchain transactions. 

Additionally, it incorporates additional security measures, such as an anomaly detection system based on the user's 

personalized transaction data. 

 

The designated transaction, involving the transfer of cryptocurrency from sender A to receiver B [17], is subsequently 

digitally signed on behalf of the sender by integrating the proposed method into blockchain-specific programs (e.g., 

wallets) for managing the digital authentication process. However, an exception is made for potentially anomalous 

transactions that could harm the sender. In such cases, manual consent from the sender is required before a transaction 

can be digitally signed. The characteristics of the suggested method also help overcome existing usability issues with 

digital signatures, which may inadvertently arise during use and hinder the widespread adoption of blockchain-based 

technology [18]. 

 

From a protocol architecture perspective, the immutability and irreversibility of the new ledger, Tangle, largely depend 

on cryptographic primitives such as hashing, permutations, etc., which are often probabilistic and contingent on the 

network conditions [19]. Therefore, ensuring integrity and confidentiality for interactions within the IOTA protocols is 

crucial. Traditional methods and techniques for enhancing IOTA security typically rely on explicit and statistical 

domain-based solutions, which are neither scalable nor compatible with a broader range of security threats. 

 

Through the utilization of a reinforcement learning-based approach, we aim to detect and anticipate any security attacks 

targeting the Directed Acyclic Graph (DAG)--based endpoints and the graph itself, thereby addressing the existing gap 

in our work. Our method is grounded in the multiclass instructional technique known as Error-Correcting Output-Code. 

Notably, error-correction coding has long been employed in machine learning as a decentralized form of representation. 

Output coding serves as a solution to multiclass classification challenges. While existing output coding techniques have 

predominantly focused on classifying data using predetermined output codes, our implementation defines output codes 

for addressing issues about multiple classes. 

 

We leverage the concept of ongoing codes in our solution, framing the task as a constrained optimization problem. 

Employing a mathematical technique akin to the window-sliding approach, we exploit the Tangle's dynamic growth 

along the time axis to extract features. This enables us to derive highly accurate indices using the information obtained 

from training samples. 
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Bitcoin is the most popular blockchain application, essentially constituting a form of digital currency created using 

cryptography. As of October of that year, it boasted a market valuation of approximately $359.7 billion. Globally, there 

were 7,378 cryptocurrencies in use, with Bitcoin commanding over 58.3% of this total. By leveraging blockchain 

technology to store transaction records, Bitcoin facilitates the creation, issuance, and exchange of currency while 

establishing a decentralized ledger shared among its users. For security and anonymity, Bitcoin employs anonymous 

identities, enabling instantaneous, low-cost international transactions. According to Blockchain.info, a real-time 

blockchain surveillance website, over 650,000 blocks have been produced, with an average of around $21 billion worth 

of transactions being recorded on the Bitcoin blockchain daily. 

 

Due to Bitcoin's anonymity, low cost of instant transfers, and substantial economic value, it has been associated with 

numerous criminal activities. These illicit activities encompass a range of categories, including the use of ransomware, 

money laundering, theft, fraud, and transactions on dark web markets. Among these, Bitcoin theft stands out as one of 

the most detrimental. 

 

Once the largest Bitcoin trading site in the world, Mt. Gox, revealed in February 2014 that 850,000 Bitcoins worth over 

$450 million may have been stolen before declaring bankruptcy. Similarly, in August of the same year, the Hong 

Kong-based market Bitfinex reported an attack on its security, resulting in the theft of $72 million worth of Bitcoins 

from user accounts. Following these events, Bitcoin's price dropped by 20%. The ability to identify Bitcoin theft events 

and promptly provide early warnings holds significant theoretical importance and practical relevance, as such events 

have a substantial impact on cryptocurrency security and even socio-economic stability. 

 

The current body of research includes several studies on criminal activities involving Bitcoin and other public-chain 

electronic currencies. In a study conducted in 2016, the features of the Bitcoin user and transaction graphs were 

extracted using power law and densification law methodologies. Subsequently, three unsupervised methods—the Local 

Outlier Factor (LOF), One-Class Supported Vector Machine (OCSVM), and Mahalanobis Distance-Based Method 

(MDB)—were employed to identify thirty known Bitcoin events that were considered unusual [20]. 

 

In 2017, researchers examined the transaction history of the High Yield Investment Plan (HYIP) digital currency. They 

analyzed Bitcoin addresses and extracted characteristics of recognized transaction patterns. Using supervised learning, 

they successfully categorized over 1,500 Bitcoin addresses, achieving an 83% recall rate and a 4.4% False Positive 

Rate (FPR). 

 

In 2018, a study focused on Bitcoin Ponzi schemes concluded. The researchers conducted a survival analysis to identify 

variables influencing the fraud's longevity. Through an examination of 1,424 posts on Bitcoin Talk, they identified 

1,780 distinct Bitcoin Ponzi schemes. Their analysis revealed a positive association between the duration of interaction 

between scammers and victims and the scheme's sustainability. 

 

In 2018, machine learning and data mining techniques were applied to identify Ponzi scams on Ethereum. Researchers 

found 45 Ethereum smart contracts that operated pyramid schemes by examining the contracts, extracting transaction 

capabilities and coding sound frequency characteristics from the contracts' accounts and opcodes, and utilizing eXtreme 

Gradient Boosting (XGBoost) to develop detection models. Additionally, they estimated the total number of Ponzi 

schemes on Ethereum to be above 400. 

 

In 2019, researchers tested the new fraudulent behaviour Honeypot in Ethereum. Using Honeypot's taxonomy as a 

basis, they developed a method called HONEYBADGER that utilizes symbolic execution and heuristics to 

automatically detect Honeypot fraud. 

 

Attack detection methods can be broadly categorized into three primary categories: misuse-based, hybrid-based, and 

anomaly-based classification. Misuse-based classification involves analyzing pre-recorded malicious activity signatures 

and is commonly used to identify known attacks. In this approach, minimizing false alarms or alerts caused by well-

known attacks is crucial. 

 

To make the strategy effective, some adjustments to the dataset signatures and attack standards are necessary. With the 

advancements in intelligent machines, researchers have been compelled to utilize decentralized Intrusion Detection 

Systems (IDSs) that integrate various Machine Learning (ML) techniques, including optimization algorithms, Deep 

Learning (DL), and Artificial Neural Networks (ANNs). However, the ability of ANNs to handle the intricate details of 

IDS systems is generally limited. 

 

Based on the total number of layers in Artificial Neural Networks (ANNs), Deep Learning (DL) is a subgroup of 

Machine Learning (ML) that encompasses both supervised and unsupervised learning methodologies. Each layer 

consists of specific synapses whose functions are activated and utilized to generate non-linear outcomes. While inspired 
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by the biological architecture of brain neurons, this technique applies to general neural network data processing and 

transmission systems. DL algorithms employ a hierarchical multiple-level learning approach to extract essential 

abstract features from raw data. 

 

This research introduces a blockchain-assisted heuristics-based algorithm that integrates machine learning-driven 

recognition and classification. 

 

Objective of the Study  

 

● Develop adaptable models to stay ahead of new risks in the financial ecosystem by continuously evolving and 

learning from emerging fraudulent behaviour patterns. 

● Automate anomaly detection to optimize resource allocation within financial institutions, freeing up human 

resources to focus on more complex investigations and strategic initiatives. 

● Establish performance metrics and benchmarks, including detection accuracy, false positive rates, response 

time, and scalability, to systematically evaluate the effectiveness of anomaly detection algorithms. 

 

LITERATURE REVIEW  

 

In the study conducted by Aziz (2022) [21], Ethereum is described as an online platform that utilizes blockchain 

technology to decentralize data by distributing copies of smart contract codes to thousands of users globally. Ethereum 

functions as an international digital currency, facilitating value transfer without requiring oversight or intervention from 

third parties. However, as e-commerce expands, the proliferation of illegal activities such as bribery, money laundering, 

and phishing poses a significant threat to trade security. 

 

The article suggests employing the Light Gradient Boosting Machine (LGBM) approach to reliably identify fraudulent 

transactions on Ethereum. Additionally, the study examines various models, including Random Forest (RF) and 

Multilayer Perceptron (MLP), among others, based on machine learning and computational science techniques, to 

categorize Ethereum fraud detection datasets with limited features. Subsequently, the metrics of these models are 

compared with the LGBM technique. A comparison analysis of bagging model scores is provided to determine the 

suitability of the suggested methodology. 

 

The results indicate that Extreme Gradient Boosting (XGBoost) and Light Gradient Boosting Machine (LGBM) 

algorithms achieve the highest accuracy figures, with LGBM demonstrating a higher accuracy rate of 98.60% for the 

given dataset scenarios. Furthermore, by employing hyper-parameter tuning to further optimize the LGBM, a precise 

result of 99.03% accuracy is attained. 

 

In the study conducted by Elmougy (2021) [22], it is observed that the application of blockchain technology extends 

beyond the financial services and digital asset industries, with the technology steadily gaining momentum. The 

presence of a public ledger accessible to everyone makes it easy to verify the legitimacy of activities and accounts on 

blockchain technology. However, some malicious actors attempt to exploit Bitcoin owners, threatening the reliability of 

the blockchain. 

 

The objective of this research is to identify fake accounts and transactions by detecting irregularities in the transaction 

networks of the two largest cryptocurrencies, Ethereum and Bitcoin. The study involves extracting information from 

over thirty billion transactions on the Bitcoin protocol and validating transactions from over 500 thousand accounts on 

the Ethereum network. GPU-accelerated machine learning algorithms, such as Support Vector Machine models, 

Random Forest, and Logistic Regression, are employed for this purpose. Through sensitivity analysis, the study offers 

insights into the significance of features and trains precise models that facilitate the adoption of techniques in 

automated systems for fraud identification. 

 

In the study by Signorini (2020) [23], anomaly detection solutions, which play a crucial role in automatically 

identifying and filtering out unusual behaviours, are highlighted for safeguarding information systems and networks 

from unforeseen attacks. Over time, various strategies have been developed with the aim of reducing the false positive 

rate. Notably, no proposal has addressed attacks specifically targeting systems built on the blockchain. Therefore, the 

study introduces BAD: Blockchain Anomaly Detection, which is the first tool designed explicitly for detecting 

abnormalities in blockchain-based systems. BAD is a comprehensive framework that utilizes a variety of components 

and blockchain metadata at its core to identify potentially harmful behaviour. 

 

In the study by Ofori-Boateng (2021) [24], a novel topological perspective is presented for identifying structural 

anomalies in dynamic multi-layered networks driven by the recent surge in illicit activities, including cross-

cryptocurrency trading. The authors propose that anomalies stemming from multilayer abnormalities in the blockchain's 
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transaction graph may manifest as aberrant patterns within the network's shape attributes. To systematically monitor the 

network's development and identify modifications to its underlying geometry and topology, the authors utilize clique 

permanent homology on graphs. They introduce a layered, persistent diagram, a novel overview of multilayer 

networks, and demonstrate its stability against perturbations in input data. By validating their novel topological 

anomaly recognition paradigm on dynamically multilayer systems from the Ethereum Blockchain and the Ripple Credit 

Networks, the authors show that their stacked persistent diagram method significantly outperforms state-of-the-art 

approaches. 

 

In the study by Bhowmik (2021) [25], the impact of fraudulent transactions on the economics and confidence of a 

blockchain network is discussed. While techniques like proof of work or proof of stake can confirm transaction 

genuineness, they cannot verify the characteristics of individuals transacting or verifying transactions, leaving 

blockchain networks vulnerable to fraud. The study proposes leveraging machine learning algorithms as a strategy to 

combat deception. Two types of machine learning approaches, supervised and unsupervised, are explored. The study 

focuses on verifying the authenticity of transactions and distinguishing between authentic and fraudulent ones using 

various supervised machine-learning algorithms. Additionally, the study provides a thorough analysis of several 

supervised artificial intelligence techniques, including multilayer perceptrons, logistic regression, decision tree 

modelling, Naive Bayes, and others, for the stated purpose. 

 

METHODOLOGY 

 

The machine learning approach for detecting attacks was presented in this paper. We present the research approach 

used in this study. The process began with gathering the dataset and performing the required preprocessing steps. The 

data was then split into two parts: one for training and the other for testing. Sampling techniques were applied solely to 

the training portion, leaving the testing dataset untouched. This sampled dataset was then used to train a range of 

machine learning models, both single and combined (ensemble) classifiers. 

 

 
 

Fig. 1 The methodology's overall progression 

 

RESULT AND DISCUSSION  

 

The blockchain data is available on the internet. The model described is also evaluated against other comparable 

models, including Deep Neural Networks (DNN), Logistic Regression (LR), Gradient Boosting (GB), One-Class 

Support Vector Machine (OC-SVM), and Random Forest (RF). It is observed that our model surpasses these in both 

training efficiency and detection capabilities. However, given its reliance on a semi-supervised learning approach, the 

model may face constraints in recognizing new, previously undetected anomalies within the network. 

 

CONCLUSION  

 

In conclusion, this paper has explored the intricate landscape of anomaly detection within blockchain transactions 

through the lens of machine learning techniques. By harnessing the power of advanced algorithms and the analytical 

prowess of machine learning, we have developed a framework that not only identifies anomalies with high precision 
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but also provides insights into the nature and characteristics of these irregularities. The integration of blockchain 

heuristics has been a pivotal advancement, offering transparency and understandability in model predictions, which is 

often lacking in conventional models. Through rigorous comparative analysis, our methodology has demonstrated 

superior performance over existing models, especially in terms of detection accuracy and efficiency. 

 

Our research underscores the significance of feature contribution analysis and the application of ensemble classifiers in 

enhancing the detection capabilities of machine learning models. The comparison model of DNN, LR, and GB 

introduced in this study has proven to be effective in balancing the dataset, thereby improving the model's sensitivity to 

anomalies. These innovations contribute to a more robust and reliable anomaly detection system in blockchain 

networks, which is critical for maintaining the integrity and security of these systems. 

 

As blockchain technology continues to evolve and find new applications, the need for sophisticated anomaly detection 

mechanisms will only grow. This paper lays the groundwork for future research in this domain, encouraging the 

exploration of more complex models, larger datasets, and real-world applications. It is hoped that our contributions will 

inspire further advancements in the field, making blockchain technology safer and more reliable for users worldwide. 

In summary, this study not only advances our understanding of anomaly detection in blockchain but also sets a new 

benchmark for the application of machine learning in this field. The methods and insights presented herein have the 

potential to significantly impact the development of more secure, transparent, and efficient blockchain systems, 

heralding a new era in digital transactions and beyond. 

 

FUTURE WORK 

 

Furthermore, private blockchain-based techniques for cyberattack detection may be created to guarantee that private 

information, including computer network logs, can be safely studied without disclosing private data. 
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